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Red Hat Openshift Container Storage V4.2

Orchestrator for Ceph storage services in OpenShift
Responsible to simplify and automate the storage lifecycle
Fully compliant with the new CSI kubernetes storage standard

Multiprotocol storage offers Block, File and Object interface

Self-healing, self-management and rock solid technology
Scale-Up and Scale-Out, performance and capacity at scale

Multi Cloud Gateway enables S3 federation
Provides elastic S3 data placement and improves security
Multi-Cloud, Hybrid-cloud, Multi-Site Buckets
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New Objects:
Storage
Clusters
Storage Pools
Object Store
File Store
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Rook Operator

Kubernetes

API

Objects:
Deployments

DaemonSets
Pods Rook

Services Operator for
StorageClass / PV /

Ve Ceph
ClusterRole
Namespace
Config Maps

Management

netcd

Cluster PODs

Client Pods

(RBD/CephFS
Clients)

Attach/Mount
Snapshot

Ceph CSI
Driver




@ Ceph Storage

OBJECT FILE SHARING
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CEPHFS

LIBRADOS

A library allowing apps to directly access RADOS (C, C++, Java, Python, Ruby

RADOS

A software-based reliable, autonomous, distributed object store comprised of self-healing, self-managing, intelligent storage nodes and
lightweight monitors
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* Multi Cloud Gateway

S3: PUT, GET, DELETE {bucket} {object}
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Red Hat Openshift Container Storage
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Demo Use Cases

1. Deployment RHCOS v4.2 (beta)

o Scale OCP cluster with +3 nodes

o Deployment from operator

o 1000 PVC file+block create/delete
2. APP Postgres+Rails

o DB Performance testing
3. APP: Kafka

o Zookeeper, partition, producer and

consumer 1M messages

4. Quay with multi-cloud bucket

o S3 federation on-prem+public cloud
5. Cluster scale out

o +3TB from operator
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-16 vCPU
- 64 GB RAM

us-east-la
OCP Masters
- Instance type: m4.xlarge

- Storage EBS: local
-4 vCPU
- 16 GB RAM

OCP Workers

- Instance type: m4.4xlarge
- Storage EBS: local

-16 vCPU

- 64 GB RAM

us-east-1b us-east:I;\\\\\\\

OCS Workers

- OCP label=storage-node
- Instance type: m4.4xlarge
- Storage EBS: 1TB

Application LB

Routing

10.0.0.0/16
US-EAST-1 (US)
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APP Postgres+Rails
DB Performance testing

DEMO USE CASES
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http://www.youtube.com/watch?v=pY10D9aTBYg

